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Not the dimensions this lecture 

will address.



In Data Mining, a dimension refers to a problem variable, an attribute or 

a feature describing the problem under analysis. 

What is a dimension in Data Mining?

Dimensions

They store the information about the 

problem, not the instances!



Traditional classification problem

ID windy raining temperature play

𝒙𝟏 no yes cold no

𝒙𝟐 yes no cold no

𝒙𝟑 yes yes very cold no

𝒙𝟒 no yes nice yes

𝒙𝟓 yes no cold yes

𝒙𝟔 no yes very cold no
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The well-known Iris flower dataset

Three types of flowers (decision classes)

Image credit: Iris Virginica, Wikimedia Commons



The well-known Iris flower dataset

Four attributes “describing” the flower.

Spoiler alert: that is not the type 

of problem this lecture is about 

(not many features)

Image credit: Iris Virginica, Wikimedia Commons



https://towardsdatascience.com/image-classifier-cats-vs-dogs-with-convolutional-neural-networks-cnns-and-google-colabs-4e9af21ae7a8



The importance of dimensions

https://www.visiondummy.com/2014/04/curse-dimensionality-affect-classification/



With more feature dimensions, each instance becomes more unique 

and therefore they can separated more easily. 

The importance of dimensions

However

The models OVERFIT the training data when 

the number of dimensions is higher. Thus the 

generalization is poor.



The amount of training data needs to grow exponentially fast to maintain 

the same coverage and to avoid overfitting.

The importance of dimensions

Therefore

If we want N training items per unit of “feature 

space” then for each additional dimension we 

would need to MULTIPLY the number of training 

items by N! That is bad news.



Visualization



Visualization of the problem dimensions is a good practice is data 

science as it allows us to understand the problem.  

How to visualize the dimension?

Visualization

Box plots, scatter plots, correlation 

plots or jus bar charts.



Box plots

 If the feature is numerical, we can use a 

box plot to analyze the data.

 It provide information about the minimum, 

first quartile, the median, third quartile, 

and the maximum.

 It can tell you about your outliers and 

what their values are.



Histograms

 A histogram is an approximate (rough) 

representation of the distribution of a 

numerical variable.

 In this example, It looks like two features 

have a Gaussian distribution. This is useful 

to note as we can use methods that can 

exploit this assumption.



Scatter matrix plot

 A scatter plot is a of plot or mathematical 

diagram using Cartesian coordinates to 

display values for typically two variables 

for a set of data.

 It is use to analyze how two numerical 

features behave.

 This chart can be combined with the 

histogram of each variable.



Dimensionality reduction



Nice visualizations are not possible when having a lot of problem 

features. Moreover, the algorithms need a lot of time. 

The high dimensionality problem

High dimensionality

There is the concept of “high dimension 

by instance” but this lecture will focus 

on the features only.



Feature selection

• These methods select a subset of the features having the 
same predictive power as the original set.

Feature extraction

• These methods create a new (reduced, equally informative) 
set of features from the original set.

Hybrid approaches

• These methods preserve some original features (selection) 
while creating new ones (extraction).

Dimensionality reduction  



Feature selection



The filtering strategy

 The problem narrows down to find out which 

features can be discharged.

 Features can be treated independently or as 

a subset. It does not depend on the type of 

model we are using.

 We need a criterion to determine whether or 

not a feature should be retained (correlation, 

consistency, mutual information, significance 

tests, entropy and info gain)



The wrapper strategy

 Another way to address this problem consists in 

replacing the quality measure with a classifier 

that evaluates the subsets.

 Fit the model to training data using a subset of 

features and evaluate the restricted model on 

a test set (this is cross-validation).

 It often produces better results. However, the 

method depends heavily on the base classifier 

and its inner workings.



The embedded strategy

 These are special cases of wrapper strategies 

where part of fitting the model involves filtering 

out some features (dimensions).

 For example: LASSO regression where as a part 

of the iterative parameter estimation of weights 

(a wrapper strategy), some weights are set to 

zero (a filtering strategy).

 Possibly faster than a pure wrapper strategies 

since the importance of features emerges 

from the learning process.

• The LASSO regression is a regression equation 

that involves an ℓ1 regularization component 

controlled by a parameter.

• As a result, the modular values of the weights 

tend to be close to zero.

loss (error) function penalization



Feature extraction



Feature extraction

 What if no subset of features is strong enough 

to describe the problem?

 Principal component analysis (PCA) computes 

(extracts) these features such that:

• The original features can be recombined into N 

new ones without losing information.

• The new features are linear combinations of the 

original ones. They are not correlated.

• The new features (principal components) are 

weighted by their relevance. 



Principal component analysis

• Orthogonal linear transformation method where the greatest variance by some scalar 

projection of the data comes to lie on the first coordinate, and so on.



Principal component analysis

• Orthogonal linear transformation method where the greatest variance by some scalar 

projection of the data comes to lie on the first coordinate, and so on.



Principal component analysis

1. Start with the data in N dimensional space

2. Rotate the space such that the new X1 axis captures the 

maximal amount of variation in the full dataset count 

how often each class appears.

3. Lock the new dimension in the space.

4. Repeat steps 2 and 3 for the remaining dimensions.

The importance of a dimension is how 

much variance in the original dataset is 
accounted for by the corresponding 

PCA dimension.



Deep neural networks

• Actually, future extraction is a very important feature when making a distinction between 

traditional machine learning and deep learning.

https://lawtomated.com/a-i-technical-machine-vs-deep-learning/



Feature extraction

• An important disadvantage when compared 

with the feature selection methods is that the 

new features lack interpretability.

 This example is not a free interpretation of the 

Mona Lisa. It is the result of passing the image 

through a deep neural network.

 The image in the inner layers is transformed 

with the extracted features, thus creating     

this perturbing image. 

https://deepdreamgenerator.com/
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